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Abstract

The origins of different computational artifacts that may occur in the calculation of one-dimensional

potentials of mean force (PMF) via umbrella sampling molecular dynamics simulations and manifest

as free energy offset between bulk solvent regions are investigated. By systematic studies, three

distinct causes are elucidated: (i) an unfortunate choice of reference points for the umbrella distance

restraint; (ii) a misfit in probability distributions between bound and unbound umbrella windows in

case of multiple binding modes; (iii) artifacts introduced by the free energy estimator. Starting with

a fully symmetric model system consisting of methane binding to a cylindrical host, complexity is

increased through the introduction of dipolar interactions between the host and the solvent, the

host and the guest molecule or between all involved species, respectively. The manifestation of

artifacts is illustrated and their origin and prevention is discussed. Finally, the consequences for

the calculation of standard binding free enthalpies is illustrated using the complexation of primary

alcohols with α-cyclodextrin as an example.

*For correspondence:

hansen@itt.uni-stuttgart.de (NH)

1 Introduction

The field of in silico pharmaceutical drug design impressively
demonstrates the potential of state-of-the-art free energy

molecular dynamics (MD) simulations [1]. However, despite

a sound theoretical basis [2, 3] and the emergence of best

practices [4], reliable predictions of the standard binding free

energy or rather free enthalpy [5] or Gibbs energy [6], for

realistic host-guest systems from computer simulations are

still far from routine. As revealed by different case studies,

the discrepancy between computed and experimental esti-

mates of the standard binding free enthalpy is often beyond

the threshold of 4.2 kJ mol
–1
, commonly referred to as chemi-

cal accuracy [7]. Such deviations may arise from three main

simulation-related sources: (i) the force-field problem [8, 9],

(ii) the sampling problem [10] and (iii) the choice of the free-

energy estimator [11]. In addition, experimental uncertain-

ties also have to be considered [12] as well as incompatible

thermodynamic state points [13], artifacts caused by the sim-

ulation method itself or an inappropriate use of it [14]. The
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present article covers two of these issues - the sampling prob-

lem and methodological artifacts.

In general, two different strategies can be utilized to com-

pute the binding free enthalpy, related either to alchemical

double decoupling, or to physical pathway methods such

as potential of mean force (PMF) computations [15]. The

latter class of methods requires an integration of the PMF

over a bound and unbound region, corresponding to the re-

versible work to transfer the ligand (or guest molecule) from

the bulk to the binding pose inside the host. In principle,

the PMF-derived estimate of the binding free enthalpy can

be validated by results from double decoupling [16, 17] or,

when possible, by direct counting estimation, based on long

unbiased simulations [18, 19]. PMF calculations for a specific

binding process, are based upon either equilibrium methods

such as umbrella sampling [20, 21], local elevation [22] or

metadynamics [23], adaptive biasing force [24], forward flux

sampling [25] or on non-equilibriummethods such as steered

MD [26]. In this article, we focus on one-dimensional PMFs ob-

tained via umbrella sampling simulations for host molecules

featuring a distinct hydrophobic cavity. Examples for these

types of hosts range from rather low molecular-weight sub-

stances such as cyclodextrins [27] or cucurbiturils [28, 29], up

to large moieties such as micelles [30] or protein channels

inside a membrane [31–34]. The cavity, enabling a ligand to

be bound with high affinity and specificity, makes such host

molecules attractive for applications in (computer-aided) drug

design. However, it also poses various challenges regarding

the applied simulation protocol. Studies of cucurbituril com-

plexes revealed that thermodynamic irreversibilities can occur

when certain guest atoms, that are not directly controlled via

the bias potential, become stuck inside the host and then

suddenly jump outside [28, 29]. It was concluded that these

dissipative conformational jumps might be a fundamental

problem when applying steered MD but also umbrella sam-

pling with fixed spring attachment points to flexiblemolecules.

In typical applications of restrained MD simulations to such

molecular systems, a one-dimensional PMF is evaluated by

pulling or restraining the ligand along some (linear) path from

the bulk at one side of the simulation box through the host to

the bulk at the other side. Depending on the complexity of the

system, it can be necessary to reduce the sampled space and

thus to accelerate convergence by using auxiliary restraints

in the simulation setup. The concrete choice of these auxil-

iary restraints is however non-trivial, since a rigorous way to

estimate their effect on the calculated binding free enthalpy

is required in order to remove it afterwards [3, 35]. For van-

ishing interactions at large distances between the binding

partners, the PMF becomes flat and approaches a constant

value. The fact that this constant has to be the same for every

ligand position within the bulk region (due to the isotropy

of the bulk fluid in the absence of external potentials), can

be used as a diagnostic test. In a couple of published exam-

ples [31–33, 36–39], an artificial offset is visible in the free

energy profile between the two bulk regions of the solvent

which violates the state function property of the free energy.

In some of the cases, this offset was interpreted as indica-

tion of insufficient simulation time [38]. However, systematic

studies about the origins of these artifacts are scarce [29].

Hub et al. [33] considered solute permeation across a protein

channel and found that limited sampling inside the channel in

the presence of locally different correlation times can lead to

PMF offsets up to 15 kJ mol
–1
. In Ref. 31, the sampling prob-

lem was interpreted as a very small average force across the

channel due to the accumulation of noise, originating from all

degrees of freedom other than the chosen order parameter.

To remedy this problem, the authors followed similar routes:

Ref. 31 proposed a symmetrization procedure by creating

duplicate umbrella windows on opposite sides of the channel,

while Ref. 33 implemented amodified version of the weighted

histogram analysis method (WHAM), featuring an additional

constraint to enforce periodicity. While such pragmatic solu-

tions may suppress the occurrence of PMF offsets, they do

not solve the underlying sampling problem itself. The latter

can be solved however using sampling times in excess of mi-

croseconds combined with a systematic variation of initial

conformations [40] or enhanced sampling methods [41].

The purpose of the present contribution is to demonstrate

that computational artifacts may easily occur on much sim-

pler systems for which advanced sampling techniques are not

necessarily applied. We elucidate various causes for PMF off-

sets and relate them to properties of the host-guest system

and the applied simulation protocol. The difficulty for setting

up free energy molecular dynamics simulations decreased

a lot over the last decades, allowing also less experienced

users to obtain binding free enthalpy estimates for realistic

biomolecular systems. The critical assessment of the results

including inspection of convergence and artifacts will always

require advanced experience and knowledge, however. With

the systematic discussion of the reported artifacts, we aim to

sensitize especially newcomers and non-experts in the field

in order to prevent time-consuming pitfalls in the context of

binding free enthalpy calculations.

2 Theory

Although the main goal is to discuss PMF artifacts, for better

evaluation of the results, it is advisable to calculate binding

free enthalpies (∆G◦
bind
) from the PMFs. More important,

when using additional restraints on the ligand, the PMF de-

pends on the details of these restraints but ∆G◦
bind

can be

calculated by taking into account the specific restraints. In
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other words, ∆G◦
bind

should be independent of the concrete

choice of restraints. Furthermore, ∆G◦
bind

is directly related

to the binding equilibrium constant and as such enables vali-

dation against experimentally determined equilibrium con-

stants [16]. A detailed derivation how to calculate ∆G◦
bind

from the PMF is beyond the scope of the current work. There-

fore, we will just outline the central ideas and present the final

expressions. For rigorous derivations, we refer to Refs. 15

and 42. The link between an appropriately defined PMF and

∆G◦
bind

can be formulated as the ratio of two configurational

integrals over a bound (b) and unbound (u) region:

∆G◦bind = –RT ln
(∫

b
e
–W(rHL,ωHL)/RT|J|drHLdωHL∫

u
e–W(rHL,ωHL)/RT|J|drHLdωHL

)

–RT ln
( Vu
V◦
)

(1)

where V◦ = 1.661 nm3 is the standard state volume and RT is
the thermal energy. The PMF W appearing in the Boltzmann
factor, originally depends on the relative separation vector

rHL and the relative orientation vector ωHL between host and
ligand. In particular, the PMF does not depend on the ex-

ternal degrees of freedom of the complex corresponding to

the absolute position and the overall orientation inside the

simulation box. Depending upon the choice of coordinates,

a Jacobian determinant |J| = |J(rHL,ωHL)| may arise in the
configurational integrals of Eq. (1). The second term accounts

for the free energy contribution of the volume change from

the standard state volume V◦ to the unbound volume Vu. It
should be noted that Vu, which depends on the size of the sim-
ulation box cancels from the final expression for ∆G◦

bind
[43].

At this point we want to emphasize the difference between

a PMF and a free-energy curve (FEC). While these terms are

often used synonymously in the literature, the FEC contains

the Jacobian contribution, while the PMF does not. If, for

example, umbrella sampling is applied to two non-interacting

particles using the radial separation r as umbrella coordinate,
the FEC decreases with –2RT ln r, while the PMF becomes
flat. For the one-dimensional setup as used in the present

work (c.f. Sec. 3.2), the Jacobian contribution is equal to unity

such that we mostly use the term PMF unless we refer to a

three-dimensional calculation setup.

Due to the complexity of the systems, it is often neces-

sary to use auxiliary restraints in the simulation setup. The

effect of such additional restraints that limit the phase space

to be sampled during the transfer of the ligand from the

standard state volume to the binding pose of the host, can

be incorporated by introduction of intermediate states into

Eq. (1) [35]. The approach can be visualized in the form of a

thermodynamic cycle as depicted in Fig. 1.

Application to the case of a PMF along a one-dimensional

order parameter (ζ) including auxiliary translational and ori-

unbound bound

Application Transl. Restr.

Application Orient. Restr.

Release Transl. Restr.

Release Orient. Restr.

Transfer Ligand to Host

0

1

2 3

4

5
ΔGbind

Figure 1. Thermodynamic cycle for the calculation of the binding

free enthalpy∆Gbind. The host and ligand molecule are represented
by the grey rectangle and black structure, respectively. The free

enthalpy difference between the unbound (point 0) and bound (point

5) state is given by ∆Gbind. When the volume in point 0 is given by
the standard state volume V◦,∆Gbind corresponds to the standard
binding free enthalpy ∆G◦

bind
. Due to the path-independence of

∆Gbind, it can be calculated not only from the direct path 0 → 5 as

accessed experimentally but equivalently from an indirect path such

as 0→ 1→ 2→ 3→ 4→ 5 as accessed frommolecular simulations,

including several intermediate states (see main text).

entational restraints on the ligand (c.f. Sec. 3.2), finally yields

the following expression for ∆G◦
bind

[16, 44]:

∆G◦bind = ∆GV +∆GΩ +∆WR +∆Gθ +∆Gρ (2)

with terms ordered according to the cycle in Fig. 1:

∆GV = –RT ln
( lbAu,ρ
V◦

)
∆GΩ = –RT ln

(
Ω

8π2

)
∆Gθ = RT ln

(
〈e–Uθ (θ)/RT 〉b,kθ=0

)
∆Gρ = RT ln

(
〈e–Uρ(ρ)/RT 〉b,kρ=0

)
∆WR denotes the thermally averaged depth of the one-
dimensional PMF, i.e.

∆WR = RT ln
(∫

u
e
–WR(ζ)/RTdζ∫
u
dζ

)
(3)

If the PMF is constant in the unbound region and the global

PMF minimum is defined to be zero as it was done in this

work,∆WR corresponds to the negative PMF value in the bulk
(WR,∞): ∆WR = –WR,∞. The index "R" indicates that the PMF
was evaluated in the presence of auxiliary restraints such as

the orthogonal translational and orientational restraints (c.f.

Sec. 3.2). That is,∆WR represents the step 2→ 3 in Fig. 1. The
integration of the PMF over the bound region, is captured in

the definition of the bound length lb:
lb =

∫
b

e
–WR(ζ)/RTdζ (4)
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Due to the Boltzmann-weighting in Eq. (4), the lowest values

ofWR(ζ) contribute the most to the integral while larger val-
ues at increasing distances from the minimum have smaller

weights. This makes the estimate of lb and thus ∆G◦bind in-
sensitive to the actual choice of the cut-off distance between

bound and unbound region, in particular for rather tight bind-

ing situations as studied in the present work [2]. Here, the

entire range of ζ-values between the flat parts of the PMF

on both sides relative to the minimum were considered as

the bound region. The free energy contribution due to the

volume change from the standard state volume V◦ to lb Au,ρ
is described by the term ∆GV in Eq. (2), corresponding to
the step 0 → 1 in Fig. 1. Therein, Au,ρ denotes the cross-
sectional area which is accessible to the unbound ligand in

orthogonal directions in the presence of the applied transla-

tional restraint. Its value can be calculated analytically from

the partition function of the restraining potential Uρ(ρ) used
for restricting the lateral movement of the ligand in the bulk

solvent [16, 44]:

Au,ρ =
∞∫
0

e
–Uρ(ρ)/RT

2πρdρ (5)

where ρ is the orthogonal distance (c.f. Fig. 3). The term ∆Gρ
accounts for the free energy contribution of releasing the

orthogonal translational restraint in the bound state (4→ 5
in Fig. 1). As indicated by the notation 〈...〉b,kρ=0, this contri-
bution may be evaluated numerically by free energy pertur-

bation [45] using exponential averaging from an additional

simulation with the bound ligand at vanishing restraining

force constant kρ = 0 [44]. A more sophisticated way would
be to perform the estimation within multiple simulations of

decreasing values of kρ using thermodynamic integration [46]
or the Multistate Bennett’s Acceptance Ratio (MBAR) estima-

tor [47]. The terms ∆GΩ and ∆Gθ in Eq. (2) assess the free
energy contributions from applying and releasing the angular

restraint Uθ in the unbound and bound state, respectively
(1 → 2 and 3 → 4 in Fig. 1). Ω denotes the rotational vol-

ume available to the ligand in the bulk under the influence

of the angular restraint. For a given functional form of the

restraining potential Uθ , its value can be evaluated from a
three-dimensional integral over the Euler angles [48, 49]:

Ω =

2π∫
0

2π∫
0

π∫
0

e
–Uθ (θ)/RT sin θ dθdφdψ = 4π2

π∫
0

e
–Uθ (θ)/RT sin θ dθ

(6)

Depending on the functional form of Uθ , this integral may
be solved analytically or numerically. If no angular restraint

was applied, allowing the ligand to rotate freely in the bulk, Ω

equals 8π2 and Eq. (2) becomes identical to Eq. (11) of Ref. 44.

Therein, it is assumed that the change in rotational entropy

for the bound ligand is included in∆WR. In the following we
will study situations in which this assumption does not hold.

The free energy term ∆Gθ has to be evaluated numerically by
free energy perturbation or thermodynamic integration for

example.

Application of standard error propagation rules to all in-

volved quantities associated with an uncertainty in Eq. (2)

gives:

σ2
{
∆G◦bind

}
=

(RT
lb
)2

σ2
{lb} + σ2 {∆GΩ} + σ2 {∆WR}

+ σ2 {∆Gθ} + σ2
{
∆Gρ} (7)

where σ2{...} denotes the variance. The uncertainty in ∆GΩ
arises from the numerical integration error associated with

the applied quadrature scheme and is unnecessary if an an-

alytical calculation is possible. Considering only the leading

term in Eq. (7) which is given by σ2 {∆WR} and delivered by the
applied estimator (c.f. Sec. 3.4) yields the following simplified

expression for the uncertainty estimate of ∆G◦
bind
:

σ2
{
∆G◦bind

}
≈ σ2 {∆WR} (8)

3 Methods

3.1 Host-Guest Systems

The search for suitable host-guest benchmarks which are

simple enough to approach accurately by MD simulations

within reasonable time scales yet complex enough to feature

properties of protein-ligand systems is an ongoing and non-

trivial problem [50, 51]. The majority of simulations from

the current work were based on a short carbon nanotube

(CNT) host without partial charges (c.f. Fig. 2). This model

system, featuring a hydrophobic, water-free cavity resem-

bles the situation of an ideally symmetric and unpolar host

molecule. On the other hand, it allows the effect of molecular

"asymmetries" to be studied systematically. Here, such an

asymmetry was introduced by distributing charge pairs on

the terminal C-H atoms at one side of the CNT. The investi-

gated ligands comprised united-atom models for methane,

(elongated) ethane and hexane. The effect of dipolar ligands

was modeled by placing a positive and neutralizing negative

charge onto covalently bound neighboring carbon atoms in

case of polyatomic ligands. To test the validity and transfer-

ability of the protocol in case of more realistic systems, it was

applied to α-cyclodextrin (αCD, c.f. Fig. 2) as a host molecule

of practical relevance, complexed with primary alcohols.

3.2 Simulation Protocol

The PMFs were constructed from the time series of a sin-

gle order parameter sampled via umbrella sampling [20, 21],

similar to the approach proposed by Doudou et al. [44]. As

4 of 25

https://doi.org/10.33011/livecoms.1.2.11073

Living J. Comp. Mol. Sci. 2019, 1(2), 11073

https://doi.org/10.33011/livecoms.1.2.11073


A LiveCoMS “Lessons Learned” Document

1 nm

0.9 nm

(a)

1.1 nm

O6

O2

O3

O6

O3 O2

0.5 nm

(b)

Figure 2. Carbon nanotube (CNT) model host (a) and α-cyclodextrin

(αCD) molecule (b). The CNT is a (7,7) tube in armchair structure.

Nomenclature of αCD-oxygen types according to Ref. 52. Host dimen-

sions are depicted in front (left) and side view (right).

illustrated in Fig. 3, the order parameter (ζ) used primarily

in this work is given by the projection of the instantaneous

separation vector (rHL) between the centers of mass (COM) of
the binding partners onto the host’s instantaneous symmetry

axis (ωH): ζ ≡ rHL · ωH = rHL cosϕ. Here, the unity vector ωH
was defined by the connecting line through the geometric

centers at both sides of the CNT. ϕ denotes the angle be-

tween ωH and rHL. Instead of the centers of mass, two other
characteristic reference points of the host and ligand could be

used instead (c.f. Sec. 4.2). The usage of the COM-COM radial

distance (rHL = |rHL|) itself as order parameter would lead
to artifacts around rHL = 0 [53]. It would further require to
remove the Jacobian contribution from the free-energy profile

in order to obtain the PMF [54], as discussed above. Such a

Jacobian term, which is of pure entropic nature and accounts

for the increase in the accessible configurational area at in-

creasing distances, does not arise when ζ is used instead [44].

Lateral movement of the ligand at every umbrella window

was restricted with the aid of a flat-bottom potential acting

on the orthogonal displacement (ρ = rHL sinϕ, c.f. Fig. 3) of

the ligand’s COM from the host’s molecular axis:

Uρ(ρ) =
{
kρ(ρ – ρup)n, if ρ > ρup

0, otherwise
(9)

The flat-bottom potential (harmonic (n = 2) or quartic (n = 4),
force constant kρ) is activated only when the actual displace-
ment exceeds a certain threshold ρup. In this case, calculation

of Au,ρ according to Eq. (5) yields [16]:

Au,ρ = πρ2up +


2π
k∗ρ + πρup

(2π)1/2

k∗ 1/2ρ
, ifn = 2

π3/2

2 k∗ 1/2ρ
+ πρup

Γ(1/4)
2 k∗ 1/4ρ

, ifn = 4 (10)

with the reduced restraining force constant k∗ρ ≡ kρ/RT and
the Gamma function Γ. If the threshold value ρup for the flat-

bottom potential is chosen to be large enough compared to

the size of the host’s cavity such that the ligand’s dynamic is

not affected in the bound state, the term∆Gρ in Eq. (2) makes
no contribution. It should be stressed that while the PMF itself

and the terms ∆WR,∆GV,∆Gρ in Eq. (2) are influenced by the
restraining parameters n, kρ and ρup, the estimate for ∆G◦bind
should be independent when all contributions are evaluated

adequately (c.f. Sec. 4.1). Major modifications compared to

the original approach of Doudou et al. [44] can be summa-

rized as follows: (i) the order parameters used for both the

actual PMF calculation and for measuring the ligand’s orthog-

onal movement are defined in a relative manner between

ligand and host. Instead of using a particular Cartesian com-

ponent such as the z-component of the COM-COM separation
vector rHL with respect to an arbitrary external laboratory
coordinate system, we look at projections of rHL onto axes
of a body-fixed coordinate system which is centered inside

the host. The usage of relative order parameters relaxes the

requirement of a translationally and/or rotationally restrained

host and allows the same approach to be used in case of a

fully mobile host molecule without further modifications (c.f.

Sec. 4.1); (ii) for the majority of ligands, an additional angular

or orientational restraint in the form of a harmonic potential

Uθ(θ) = kθ
2
(θ – θ0)

2
(11)

was applied, acting on the angle (θ) between the molecular

axes of host (ωH) and ligand (ωL) in order to suppress flip-

ping of the ligand relative to the host. The molecular axis of

the ligand, expressed as unity vector ωL, was defined by the

connecting line through two peripheric atoms of the ligand.

The value of kθ should be chosen high enough to prevent
transitions between different ligand orientations. As in case

of the translational restraint, the estimate for ∆G◦
bind

should

be independent of the concrete choice of kθ. In case of a
translationally and rotationally restrained host aligned along

the z-axis without orientational restraint on the ligand, the ap-
proach corresponds to the original setup described in Ref. 44.
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In this case, the order parameter ζ corresponds to the Carte-

sian z-component of rHL and ρ becomes ρ =
√

∆x2 +∆y2.
Here,∆x and∆y denote the orthogonal displacements of the
ligand’s COM from the central z-axis.
The free energy contributions corresponding to the re-

lease of the translational and orientational restraint in the

bound state (∆Gρ and ∆Gθ in Eq. (2)) were each calculated
from a sequence of 20 simulations with the bound ligand lo-

cated at the PMF minimum. The individual simulations were

conducted at different scaled force constants kρ(λ) = λ · kρ
with the scaling parameter λ equally distributed between 0

and 1 (analogously for kθ). The endpoints correspond to the
unrestrained case at λ = 0 and the actual force constant value

as used for umbrella sampling at λ = 1, respectively. Using the

configurations sampled from a particular state λi, all possible

pairwise potential energy differences ∆ijU = Uρ(λj) – Uρ(λi)
towards the reference state potential Uρ(λi) were evaluated
(analogously for Uθ). From these potential energy differences,
the free energy calculation was performed via the MBAR es-

timator. For enhanced sampling, Hamiltonian Replica Ex-

change between neighboring λ-points was applied with at-

tempted exchanges every 1000 steps.

Initial configurations for the production simulations of

each umbrella window were generated within a prior equili-

bration phase (500 ps per window) in the following manner:

starting in the bulk at one side of the CNT, the ligand was

sequentially displaced in 0.1 nm increments along a linear

path through the cavity, until the unbound ligand was located

in the bulk again, but relative to the other side of the CNT. For

production, all considered systems were simulated at least

for 20 ns per window until converged PMF estimates were

obtained. Specifications regarding the applied restraints in

the protocol are summarized in Tab. 1.

3.3 Simulation Code and Parameters

The GROMOS biomolecular force field was applied through-

out this work using the 54A7 [55] and 53A6GLYC [56] parame-

ter sets for studies based on the CNT and αCD, respectively.

The standard atom types 12 and 20 were used to represent

the CNT carbon and hydrogen atoms, respectively. All sys-

tems were solvated in water based on the three-site sim-

ple point charge (SPC) water model [57]. Simulations were

conducted under periodic boundary conditions using the

leap-frog algorithm [58] for integrating Newton’s equations

of motion with a time step of 2 fs. The majority of simula-

tions were performed with the GROMACS 2016.4 program

package [59–61]. In the light of recent publications reporting

on the sensitivity of simulation results on the choice of the

pairlist algorithm, the electrostatics treatment, the cut-off

scheme or other technical details [62–65], complementary

simulations were conducted with the GROMOS11 program

ωH

ωL

rHL

φ
Host

ζ = |r | cosφ HL

ρ = |r | sinφ HL

U (ρ)ρ

ρup

ρup

Ligand

x

z

y

Figure 3. Schematic representation of the host-guest system and the

relevant collective variables. The orientation of the ligand (ωL) may

be aligned towards the orientation of the host (ωH) by the usage of

an orientational restraint acting on the angle θ between ωL and ωH
(see main text). ϕ denotes the angle between ωH and the separation

vector between the centers of mass of host and ligand (rHL). The

chosen order parameter (ζ) is the projection of rHL onto the host’s

molecular axis ωH. When the host itself is aligned along the z-axis
of the laboratory coordinate system, as depicted here, the order

parameter corresponds to the Cartesian z-component of rHL. The
ligand’s movement orthogonal to the order parameter outside the

host is restricted via a flat-bottom potential (Uρ(ρ)) acting on the

orthogonal distance (ρ) between the center of mass of the ligand and

the molecular axis of the host. The flat-bottom potential is activated

when the actual distance ρ exceeds a certain threshold distance (ρup),

as depicted by the dashed lines.

package (release version 1.5.0) [66–68] which has different

recommended settings. In particular, GROMOS is usually

used with a reaction field scheme for treating long-range elec-

trostatic interactions. Since this approach is also used by

other codes in the context of free energy simulations [69, 70],

it is interesting to study the effect on a PMF calculation. In

the following, separated computational details are given for

the two simulation codes.

GROMACS Simulations

Simulations using the particle-mesh Ewald (PME) method [71,

72] for treating electrostatic interactions were conducted

with the GROMACS 2016.4 program [59–61] patched to the

free-energy library PLUMED 2.4.2 [73] for restraints defini-

tion and biasing selected collective variables. The center

of mass translation of the computational box was removed

every 1000 steps. All bond lengths were constrained us-

ing the LINCS algorithm [74, 75] with a LINCS-order of 4.

The number of iterations to correct for rotational length-

ening in LINCS was set to 2. SPC water was constrained

using the SETTLE algorithm [76]. Equilibration of solvated

energy-minimized systems was performed within a prior

100 ps constant-volume simulation at reference tempera-
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Table 1. Default values for restraints specifying the umbrella sam-

pling protocol as used for the majority of studies in the current

work. In case of differing settings, the parameter choice is ex-

plicitly given. For all simulations involving a polar CNT, a value of

kζ = 3000 kJ mol–1 nm–2 was used for the distance restraint force

constant. Lateral translational movement of the ligand (as measured

by the orthogonal displacement ρ) was restrained using a flat-bottom

potential (c.f. Eq. (9)). To restrain the ligand’s orientation towards

a specific bound state orientation, an orientational restraint acting

on the angle θ between the molecular axes of host and ligand was

applied (c.f. Eq. (11)).

Distance Restraint

kζ ζmin ζmax ∆ζ

[kJ mol
–1
nm

–2
] [nm] [nm] [nm]

500 -2.5 2.5 0.1

Translational Restraint

kρ ρup n
[kJ mol

–1
nm

–n
] [nm] [–]

500 0.4 2

Orientational Restraint

kθ θ0

[kJ mol
–1
rad

–2
] [rad]

500 0.0

ture of 300 K, followed by a 1 ns constant-pressure simulation

at 300 K and 1 bar for pressure equilibration. Initial veloc-

ities were sampled from a Maxwell-Boltzmann distribution

at 300 K. During the equilibration phase, both temperature

and pressure were controlled by application of the weak cou-

pling scheme [77] with corresponding relaxation times of

τT = 0.1 ps and τp = 0.5 ps and an (isotropic) isothermal

compressiblity of 4.5× 10–5 bar–1 [78]. For production simu-
lations, the Nosé-Hoover thermostat [79–81] and Parrinello-

Rahman barostat [82, 83] were applied with corresponding

coupling constants of τT = 1.0 ps and τp = 2.0 ps. The so-

lute (comprising the host and ligand molecule) and solvent

were coupled to separate heat baths. A Verlet-buffered neigh-

bor list [84] which was updated every 25 steps, was applied

for the treatment of short-range electrostatic and van der

Waals interactions with potentials shifted to zero at 1.4 nm.

The latter were modeled by the Lennard-Jones potential. An-

alytic dispersion corrections were applied for energy and

pressure calculation. Long-range electrostatic interactions

were treated with the smooth particle-mesh Ewald (PME)

method [71, 72] using a real-space cut-off of 1.4 nm with

a cubic splines interpolation scheme and a grid spacing of

0.12 nm. In most simulations reported here, the host’s ori-

entation was aligned along the z-axis of the simulation box
(box dimensions: 3.4 x 3.4 x 12 nm) alongside with a trans-

lational restraint (500 kJ mol
–1
nm

–2
) to keep its COM close

to the box center. The bias on the orientation was realized

by an orientational restraint (500 kJ mol
–1
rad

–2
) acting on

the angle between the host’s symmetry axis and the external

z-axis. Biased collective variables were written to file every
100 steps.

GROMOS Simulations

Simulations using the Barker-Watts reaction field (RF)

scheme [85] for treating electrostatic interactions were

conducted with the GROMOS11 program package (release

version 1.5.0) [66–68]. The center of mass translation of

the computational box was removed every 1000 steps.

All bond lengths including the water hydrogen-hydrogen

distances were constrained using the SHAKE algorithm [86]

with a relative geometric tolerance of 10
–4
. Equilibration of

solvated energy-minimized systems was performed within

a prior 100 ps constant-volume simulation followed by

a 1 ns constant-pressure simulation at 300 K and 1 bar

for pressure equilibration. During the constant-volume

equilibration, temperature was raised by increments of 60 K

to the final value of 300 K with initial velocities assigned

according to a Maxwell-Boltzmann distribution centered

around 60 K. Temperature was maintained close to its

reference value by weak coupling [77] to individual external

baths for solute and solvent with relaxation times of 0.1 ps.

Pressure was held constant at 1 bar by the weak coupling

method with a relaxation time of 0.5 ps and an isothermal

compressibility of 4.5 × 10–5 bar–1 [78]. A Barker-Watts RF
contribution [85] was applied to account for the long-range

electrostatic effect beyond the (long-range) cut-off. The

relative dielectric permittivity of the dielectric continuum

outside the cut-off sphere was set to εRF = 61, as appropriate

for SPC water [87]. In case of van der Waals interactions,

no long-range correction was incorporated. Non-bonded

interactions were either calculated using a single-range (SR)

or a twin-range (TR) cut-off scheme [88]. In case of the TR

scheme, interactions within the short-range cut-off radius

of 0.8 nm were calculated every time step from a pairlist

updated every five steps, while interactions between 0.8 and

the long-range cut-off of 1.4 nm were reevaluated for each

pairlist update and kept constant in between. In case of the

SR scheme using a cut-off radius of 1.4 nm, the pairlist update

was performed every time step. On top of the two cut-off

schemes, the influence of different construction schemes for

the non-bonded pairlist was further investigated, specifying

whether the interactions are calculated based on distances

between individual atoms (AT) or neutral charge groups (CG).

In total, this results in four different non-bonded interaction

setups that were tested in conjunction with the RF approach:

(i) RF using a twin-range cut-off scheme based on charge

groups (RF, TR-CG), (ii) RF using a twin-range and atomistic

cut-off scheme (RF, TR-AT), (iii) RF using a single-range cut-off
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scheme based on charge groups (RF, SR-CG), (iv) RF using a

single and atomistic cut-off scheme (RF, SR-AT). An overview

of the systems which were treated with the different RF

setups is given in Tab. 2.

Due to different implementations, the restraints handling

was different in the GROMOS package compared to analogue

simulations conducted with GROMACS/PLUMED (see above)

and can be summarized as follows: (i) alignment of the host

along the z-axis of the simulation box was realized by four
individual position restraints (1000 kJ mol

–1
nm

–2
) imposed

for two pairs of peripheric C-atoms located at opposing sides

of the CNT; (ii) the coordinates ζ and ρ for measuring progres-

sion and lateral movement of the ligand, respectively, were

defined by Cartesian components of the separation vector

between the COM of the ligand and a fixed anchor point on

the z-axis instead of using the separation vector between the
COM of ligand and host (c.f. Fig. 3). It was verified that the dif-

ference in restraining the host’s degrees of freedom does not

affect the PMF (c.f. Sec. 4.1), while the usage of a translated

reference point along the z-axis only shifts the whole PMF by
the same offset along the range of ζ-values without affecting

its shape or the barrier heights. Biased collective variables

were written to file every 100 steps.

3.4 Free Energy Estimation

PMFs were evaluated employing three commonly used free-

energy estimators or analysis methods: (i) the Weighted His-

togram Analysis Method (WHAM) [89–91], (ii) Umbrella Inte-

gration (UI) [92–94] and (iii) the Multistate Bennett’s Accep-

tance Ratio (MBAR) estimator [47]. For WHAM, the GROMACS

implementation g_wham [33] was used, while in case of UI
and MBAR, open source python packages [95, 96] were em-

ployed. While each estimator aims to recover a statistically

optimal estimate for the unbiased distribution function of

the order parameter, differences become apparent from the

underlying working equations and the uncertainty estimates.

Detailed information regarding these aspects can be found

in the specialized literature cited above. Both WHAM and

MBAR result in a coupled set of non-linear equations for the

free energy estimates which have to be solved iteratively in

a self-consistent manner. This is avoided in the UI approach

which was the primarily used estimator throughout this work.

In UI, the biased distributions are approximated as normal

distributions (fully characterized by the mean and variance)

and the restraint forces from each window are combined in-

stead of the unbiased distributions itself. As illustrated in

Sec. 4.3, the assumption of normal distributions might not

be fulfilled for certain conditions depending on the molec-

ular system and simulation protocol. Analytic expressions

for PMF uncertainties corresponding to the UI method in-

volve a segment-based analysis (similar to block averaging)

for mean and variance of the sampled biased distributions

and follow from repeated application of error propagation

as described in detail in Ref. 94. The resulting uncertainty

over the interval
[
ζa, ζb

]
refers to the 95% confidence inter-

val such that the presented PMFs are reported in the form

∆WR(ζb; ζa)±1.96
√
σ2
{
∆WR(ζb; ζa)

}
[94]. ζa denotes themin-

imal value of the order parameter (left border) and ζb some

running upper value (right border). In that sense, the er-

ror bar represents a cumulative estimate with respect to a

chosen reference point (ζa), resulting in larger error bars for

increasing values of the order parameter ζ > ζa [94].

4 Results

The results as presented in the following were obtained from

systematic series of studies with the objective to analyze the

influences of (i) restraining the host’s degrees of freedom,

(ii) restraining the ligand’s degrees of freedom via transla-

tional and orientational restraints, (iii) the choice of reference

points as used in the restraining setup, (iv) the treatment of

electrostatic interactions (PME vs. RF) and (v) the free en-

ergy estimator. Issue (iv) also includes influences of the used

cut-off scheme (SR vs. TR) as well as the underlying pairlist-

generation scheme (AT vs. CG) in case of simulations based

on the RF approach (c.f. Sec. 3.3). Except for the paragraphs

considering different approaches for long-range electrostat-

ics, all reported PMFs refer to simulations based on the PME

approach. To separate the various influences, we started with

united-atom methane binding to the completely symmetric

and unpolar CNT host before studying polyatomic unpolar lig-

ands. To investigate issues associated with intrinsically asym-

metric systems, complexity was further increased by consid-

ering the binding of unpolar as well as dipolar ligands to a

CNT with a polar pore mouth at one side. The consequences

with respect to the calculation of the standard binding free

enthalpy according to Eq. (2) are elucidated. For several cases,

the PMF-derived estimates for ∆G◦
bind

were compared with

results from alchemical double decoupling. Details about the

double decoupling approach can be found in the appendix.

Finally, the application to α-cyclodextrin (αCD) complexed

with primary alcohols is presented. Special focus is given to

the occurrence of computational artifacts which manifest as

flawed PMFs featuring a significant offset between the two

flat bulk regions. Specific parameters as used in the umbrella

sampling setup are summarized in Tab. 1.

4.1 Unpolar CNT / Methane

This section reports PMFs between united-atommethane and

the unpolar CNT. Since it was found that all three estimators

(WHAM, UI, MBAR) yield indistinguishable PMFs within error

bars, only the UI results will be reported in the following.
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Table 2. Overview of simulated systems based on the reaction field treatment for long-range electrostatics using different cut-off schemes (SR,

TR) and pairlist generation schemes (CG, AT) as specified in the main text (c.f. Sec. 3.3). All simulations were conducted with the GROMOS MD

package. The CNT was aligned along the z-axis of the computational box such that the order parameter ζ corresponds to the z-component of
the COM-COM separation vector between the binding partners. For ethane and hexane, no restraint was imposed on the orientation. Labels S1

to S3 refer to different box sizes - S1: 3.4 x 3.4 x 8.0 nm, S2: 4.0 x 4.0 x 8.0 nm, S3: 5.0 x 5.0 x 8.0 nm.

System SR-AT TR-AT SR-CG TR-CG

S1 S2 S3 S1 S2 S3 S1 S2 S3 S1 S2 S3

unp. CNT / CH4

√
- -

√ √
-

√
- -

√ √
-

unp. CNT / unp. C2H6

√
- -

√ √
-

√
- -

√ √
-

unp. CNT / unp. C6H14 - - -
√

- - - - -
√ √

-

pol. CNT / CH4

√ √
-

√ √ √ √ √
-

√ √ √

pol. CNT / unp. C2H6

√ √
-

√ √ √ √ √
-

√ √ √

Restraining the Host

In the integrals of the PMF expression in Eq. (1), six external

degrees of freedom, corresponding to overall rotation and

translation of the host-guest complex were integrated out.

In practical applications it is often desirable to restrain the

position and orientation of the host molecule in order to limit

the size of the computational box. Such a position restraint

may influence the potential of mean force if conformational

fluctuations of the host molecule are suppressed. For the CNT

host studied here, we confirmed that the restraints acting on

the external degrees of freedom of the host molecule do

not influence the PMF. Therefore, five different setups were

compared: (i) no external restraints applied for the host, (ii)

a three-dimensional position restraint acting on the host’s

COM to keep it close to the box center, (iii) application of

an axial restraint to keep the host aligned along the z-axis,
(iv) a three-dimensional position restraint on the host’s COM

combined with an axial restraint (combination of (ii) and (iii))

and (v) three-dimensional position restraints acting on every

host atom. In setup (i), the host-guest complex as a whole

can translate and rotate in three dimensions. In setup (ii), the

host (and thus the complex as a whole) can not translate, but

it can rotate without hindrance. In setup (iii) in contrast, the

axial restraint on the host restricts the rotation of the host-

guest complex, but it can still translate in three dimensions.

The setups (iv) and (v) hamper both, the translational and the

rotational movement of the host molecule. Setup (v) even

restricts a rotation of the host around its axis which is possible

for setup (iv). From the perspective of a moving observer

located in the host’s COM, all setups are identical as long as

the host’s internal dynamic is not affected by the external

restraints, which is only the case in setup (v). While the setups

become more restrictive from (i) to (v), the system size (and

thus the computational effort) is increased considerably for

setup (i) and (ii), since a uniform simulation box is required in

contrast to (iii), (iv) and (v). It should be stressed, that due to

the relative formulation of the order parameter (guest relative

to the host) and auxiliary quantities such as the angle ϕ and

the orthogonal distance ρ (c.f. Fig. 3), identical restraints

specifications between host and guest can be used for all

setups without modifications.

It was found that all five setups yield indistinguishable

PMFs within uncertainties (c.f. Fig. 4). The fact that even

the very restrictive setup (v) has no effect on the PMF can

be probably attributed to the rather rigid structure of the

CNT cavity. For other more flexible host molecules, the effect

of restraining so many degrees of freedom might be more

pronounced and should be avoided as outlined above. We

conclude, that the way we restrained the host’s external de-

grees of freedom (overall rotation and translation) does not

affect the calculated PMFs, as expected from theory such that

the PMF artifacts reported below have a different cause. Un-

less explicitly stated otherwise, all results presented in the

remainder of the article refer to setup (iv).

-1.5 -1.0 -0.5 0.0 0.5 1.0 1.5
order parameter  / nm

0.0

5.0

10.0

15.0

20.0

25.0

PM
F 

/ k
J m

ol
1

setup (i)
setup (ii)
setup (iii)
setup (iv)
setup (v)

Figure 4. Effect of different restraining setups (i)-(v) as used to re-

strain the external degrees of freedom of the CNT host (c.f. Sec. 4.1).

PMFs refer to the system methane / unpolar CNT.
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Restraining the Ligand’s Lateral Movement

While the flat-bottom potential Uρ used for limiting the lig-
and’s lateral movement influences the PMF, the final estimate

of the standard binding free enthalpy ∆G◦
bind

should be inde-

pendent. Fig. 5 shows the PMFs for methane / CNT obtained

for different restraining parameters in terms of the exponent

n, the threshold ρup and force constant kρ (c.f. Eq. (9)). All
PMFs show perfect symmetry as expected for such a system

with a global minimum at ζ = 0.0 nm, corresponding to con-

figurations where methane is located at the cavity center.

Different parameter combinations basically scale the PMFs

while the overall shape remains very similar. Here, the usage

of smaller threshold parameters (at constant kρ) as well as
higher force constants (at constant ρup) leads to higher abso-

lute numbers of∆WR. Corresponding estimates of∆G◦bind for
every PMF according to Eq. (2) are summarized in Tab. 3. Since

no orientational restraint was applied in this case, the terms

∆GΩ and ∆Gθ in Eq. (2) make no contribution. While the esti-
mates for∆WR and Au,ρ are strongly influenced by the param-
eters of Uρ and as such also∆GV, the bound length lb is vir-
tually independent. The free energy contribution associated

with the orthogonal translational restraint in the bound state

(∆Gρ) is close to zero due to the naturally restricted conforma-
tional space accessible to the bound ligand inside the host’s

cavity. In accordance with theoretical expectation, all PMFs

yield very similar estimates for ∆G◦
bind

independent of the

choice of orthogonal restraining parameters (c.f. last column

in Tab. 3). In addition, the PMF-based estimates are in reason-

able agreement with the value of∆G◦
bind

= –13.0 kJ mol
–1
as

obtained from alchemical double decoupling (c.f. Tab. A1).

-1.5 -1.0 -0.5 0.0 0.5 1.0 1.5
order parameter ζ / nm

0.0

5.0

10.0

15.0

20.0

25.0

P
M

F 
/ 

kJ
 m

o
l−

1

(2, 0.1, 500)

(2, 0.4, 500)

(2, 1.0, 500)

(2, 0.4, 100)

(2, 0.4, 2000)

(4, 0.4, 500)

Figure 5. Effect of the orthogonal translational restraint on

the PMF for methane / unpolar CNT. Restraining parameters

(n, ρup [nm], kρ [kJ mol–1 nm–n]) as used for the flat-bottom potential
Uρ according to Eq. (9), are given by number triplets in the legend.

Treatment of Electrostatic Interactions

Fig. 6 shows the influence of different treatments for long-

range electrostatics (PME vs. RF) alongside with different

cut-off schemes (SR vs. TR) and pairlist generation schemes

(CG vs. AT) on the PMF. As can be seen, all setups yield very

similar PMFs. In Ref. 97, a system size dependence of the PMF

for ion association was observed in case of simulations based

on the RF treatment. Therefore, additional simulations using

box sizes of different x- and y-dimensions were conducted

for the two TR-setups (c.f. Tab. 2) as well as for the PME

treatment. In all cases, no system size dependence could be

observed (data not shown).

-1.5 -1.0 -0.5 0.0 0.5 1.0 1.5

order parameter ζ / nm

0.0

5.0

10.0

15.0

20.0

P
M

F 
/ 

kJ
 m

o
l−

1
PME

(RF, TR-CG)

(RF, SR-CG)

(RF, TR-AT)

(RF, SR-AT)

Figure 6. Effect of the treatment of electrostatic interactions (PME vs.

RF), the cut-off scheme (SR vs. TR) and the pairlist generation scheme

(CG vs. AT) on the PMF for unpolar methane / unpolar CNT (c.f.

Sec. 3.3). Bounds for statistical uncertainties are below 1.0 kJ mol
–1

and have been omitted in the interest of clarity.

Lesson Learned

For the CNT / methane system, consistent PMFs were ob-

tained leading to binding free enthalpies within maximal

statistical bounds of ±1.5 kJ mol–1, regardless of how the
host and the ligand’s lateral movement was restrained (c.f.

Tab. 3). This conservative estimate for the maximal error

encompasses the PMF uncertainty as delivered by the UI esti-

mator as well as the spread of∆G◦
bind

values obtained from

the different setups. This distribution of ∆G◦
bind

values also

emphasizes however, that even for such a simple system,

no perfect agreement can be expected. The treatment of

electrostatic interactions and the pairlist generation scheme

have an effect on∆WR on the order of ±1.5 kJ mol–1. These
results are an important basis to judge the artifact reported

in Sec. 4.3.

4.2 Unpolar CNT / Multiatomic Ligand

This section reports the PMFs for the unpolar CNT host com-

plexed with different multiatomic unpolar ligands. Here, rigid
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Table 3. Influence of the translational restraint settings on the calculated standard binding free enthalpy∆G◦
bind

for united-atom methane /

unpolar CNT (c.f. Sec 4.1). Corresponding PMFs are depicted in Fig. 5. First three columns specify the parameters used for the flat-bottom

potential Uρ (c.f. Eq. (9)). Calculations of lb, Au,ρ and ∆G◦
bind

were performed according to Eq. (4), Eq. (10) and Eq. (2), respectively. The

contribution of the translational restraint in the bound state∆Gρ was calculated using the MBAR estimator from a sequence of simulations in
the bound state with force constants kρ varying from zero to the final value as given in the table. Error estimates refer to the UI result.

Setup

n ρup kρ ∆WR lb Au,ρ ∆GV ∆Gρ ∆G◦
bind

[–] [nm] [kJ mol
–1
nm

–n
] [kJ mol

–1
] [nm] [nm

2
] [kJ mol

–1
] [kJ mol

–1
] [kJ mol

–1
]

2 0.1 500 -21.37 ± 0.54 0.3827 0.1184 8.98 -0.06 -12.44 ± 0.54
2 0.4 500 -16.27 ± 0.62 0.3832 0.7565 4.35 -0.13 -12.05 ± 0.62
2 1.0 500 -13.80 ± 0.72 0.3869 3.7291 0.35 -0.14 -13.59 ± 0.72
2 0.4 100 -15.51 ± 0.61 0.3874 1.1569 3.27 -0.50 -12.74 ± 0.61
2 0.4 2000 -16.93 ± 0.60 0.3835 0.6217 4.84 -1.03 -13.12 ± 0.60
4 0.4 500 -14.84 ± 0.66 0.3856 1.3047 2.98 -0.64 -12.50 ± 0.66

diatomic ligands in the form of ethane and a modified model

with increased bond length were studied as well as hexane.

In contrast to (ordinary) ethane, the elongated variant (in the

remainder denoted as "elongated ethane") is unable to rotate

inside the CNT cavity once it is bound. This ligand selection

enables to study the impact of the ligand’s flexibility and ro-

tational degrees of freedom inside the binding pose. Since it

was found that all three estimators (WHAM, UI, MBAR) yield

indistinguishable PMFs within errors bars, only the UI results

will be reported in the following.

Restraining the Ligand’s Orientation

In practice it can often be essential to restrain not only the

translational movement of the ligand but also its orientation

towards the host molecule (c.f. Sec. 4.4). Fig. 7 shows the

PMFs for (a) ethane, elongated ethane and (b) hexane, ob-

tained from the setup with (red curves) and without (black

curves) orientational restraint. As can be seen, the restraint

on the ligand’s rotation leads to higher absolute numbers of

∆WR. Comparison of the diatomic ligands shows that this
increase is more pronounced for increasing bond lengths.

Tab. 4 contains the calculated estimates for ∆G◦
bind
. For each

ligand, two estimates are provided, corresponding to the

setup with and without orientational restraint. As revealed by

the data, the application of an orientational restraint in case

of ethane has a marginal effect on∆WR but the free energy
contribution from releasing this restraint in the bound state

is the highest for all ligands. The fact that this contribution

is almost identical for the bound and unbound state shows

that the confinement inside the host’s cavity has no signifi-

cant effect on the populated ligand orientations in this case,

as expected. For elongated ethane and hexane, which are

not able to rotate in the bound state, the free energy gain of

releasing the restraint is much smaller. The good agreement

of the corresponding values for∆G◦
bind

from simulations with

and without orientational restraint confirms consistency be-
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Figure 7. Effect of a restrained ligand orientation on the PMFs for (a)

unpolar (elongated) ethane / unpolar CNT and (b) unpolar hexane /

unpolar CNT. Red and black curves correspond to the setup with and

without orientational restraint (OR), respectively. Error bars in graph

(a) have been omitted in the interest of clarity.
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tween the setups. Results from double decoupling which was

performed for ethane and elongated ethane, was also found

to be in good accordance with the PMF-based estimates (c.f.

Tab. A1). We conclude that the effect of an orientational re-

straint included in the simulation protocol with respect to the

calculation of ∆G◦
bind

is captured adequately by the terms

∆GΩ and ∆Gθ in Eq. (2). Therefore, a variation of the restrain-
ing force constant kθ was not performed in this work.

Choice of Restraining Reference Points

The decision which (pseudo) atoms to choose in the host

and ligand molecule to serve as reference or anchor points

for the applied distance restraint in the umbrella sampling

simulations is often not clear a priori. Though the centers

of mass might be an intuitive choice (and were selected for

the majority of studies of the current work), other choices

might appear more suitable in practical application [44]. Fig. 8

(a) and (b) show the PMFs for elongated ethane / CNT and

hexane / CNT, respectively, as obtained when a peripheric

carbon atom was picked as reference point in the ligand. The

COMof the CNTwas chosen as reference point within the host

as has been the case hitherto. Every graph contains two free

energy profiles, corresponding to the PMF evaluated with (red

curves) and without (black curves) orientational restraint. In

the setup lacking an orientational restraint, a substantial free

energy offset between 20 (elongated ethane) and 55 kJ mol
–1

(hexane) is present in the PMF. The reason for this offset lies

in the differences of the sampled configurational space at

the two pore mouths. Depending on which part of the ligand

is buried (the part with or without the anchor atom for the

distance restraint), the configurational space accessible to

the partly bound ligand is quite different. The estimation of

∆G◦
bind

from such a PMF would lead to very different results

depending on which branch of the PMF would have been

taken as a basis for the analysis. In contrast, if the COM of the

ligand is chosen as anchor atom, the rotational behavior of

the ligand is symmetric at both CNT ends and no PMF offset is

present, even when the ligand’s orientation is not restrained

(c.f. Fig. 7). However, as demonstrated in Fig. 8, even in case

of such an "unfortunate" choice of anchor points, the PMF

offset can be eliminated through the usage of an orientational

restraint. Comparison of the corresponding profiles of Fig. 8

and Fig. 7 obtained from the setup including an orientational

restraint (but different reference points in the ligand), shows

that the PMFs are identical except for a marginal shift along

the order parameter axis which will not affect the estimate

for ∆G◦
bind
.

Treatment of Electrostatic Interactions

Fig. 9 shows the influence of the treatment for long-range

electrostatics (PME vs. RF) alongside with the pairlist gener-
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Figure 8. Effect of the choice of reference points for the distance

restraint on the PMFs for (a) unpolar elongated ethane / unpolar CNT

and (b) unpolar hexane / unpolar CNT. Here, the COM of the CNT and

the C1 carbon atom of the ligand was chosen as reference points.

Red and black curves correspond to PMFs obtained from the setup

with and without orientational restraint (OR), respectively.

ation scheme (CG vs. AT) on the PMFs for two systems: (a)

ethane / CNT and (b) hexane / CNT. In addition, the effect of

different cut-off schemes (SR vs. TR) was tested in case of

ethane / CNT. None of the cases included an orientational

restraint. As can be seen, all setups yield almost indistinguish-

able PMFs for ethane / CNT, whereas for hexane / CNT, the

two RF setups yield a slightly narrower PMF well compared

to the PME result. Referring to the effect on the binding free

enthalpy, such a different shape only affects the calculation

of the bound length lb (c.f. Eq. (4)) leading to a marginal
discrepancy in the order of ±0.5 kJ mol–1 compared to the
PME-based estimate. As in case of methane / CNT, no system

size dependence for the PMFs could be observed (data not

shown).
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Table 4. Calculated standard binding free enthalpies∆G◦
bind

for the binding of unpolar ethane, elongated ethane and hexane to the unpolar

CNT (c.f. Sec 4.2). Two rows of data are associated with every ligand, corresponding to the setup with and without orientational restraint (OR).

Corresponding PMFs are depicted in Fig. 7. Calculations of lb,∆GV and∆GΩ were performed as described in Sec. 2. The joint contribution

of the translational and orientational restraint in the bound state (∆Gρ +∆Gθ) was calculated using the MBAR estimator from a sequence

of simulations in the bound state with force constants kρ and kθ varying from zero to the final values as specified in Tab. 1. The estimate
of ∆G◦

bind,Conf.1
as obtained from the setup including an orientational restraint corresponds to one distinct binding configuration and was

corrected by a symmetry term of –RT ln 2 [48, 98] to obtain∆G◦
bind

in case of elongated ethane and hexane which are unable to rotate inside

the CNT cavity in the absence of an orientational restraint (c.f. Sec. 4.5). Error estimates refer to the UI result.

System Setup ∆WR lb ∆GV ∆GΩ ∆Gρ +∆Gθ ∆G◦
bind,Conf.1

∆G◦
bind

[kJ mol
–1
] [nm] [kJ mol

–1
] [kJ mol

–1
] [kJ mol

–1
] [kJ mol

–1
] [kJ mol

–1
]

Ethane
No OR -32.16 ± 0.87 0.2989 4.97 0.00 0.00 - -27.19 ± 0.87
OR -33.23 ± 0.74 0.2925 5.03 14.95 -14.41 -27.66 ± 0.74 -27.66 ± 0.74

Long Ethane
No OR -31.38 ± 0.85 0.2864 5.08 0.00 0.00 - -26.30 ± 0.85
OR -38.97 ± 0.81 0.2707 5.22 14.95 -5.65 -24.44 ± 0.81 -26.17 ± 0.81

Hexane
No OR -83.65 ± 0.89 0.1995 5.98 0.00 0.00 - -77.67 ± 0.89
OR -92.99 ± 0.92 0.1954 6.03 14.95 -4.72 -76.72 ± 0.92 -78.45 ± 0.92

Lesson Learned

For the binding of symmetric unpolar multiatomic ligands to

the unpolar CNT, the change in rotational entropy upon bind-

ing is included in the PMF if no orientational restraint is used.

The two setups (with and without orientational restraint) lead

to standard binding free enthalpies which are indistinguish-

able within statistical uncertainties. An orientational restraint

is required however, if the anchor points for the umbrella

distance restraint in the ligand and in the CNT are chosen in

such a way, that the configurational space accessible to the

partly bound ligand at the both cavity entrances are different.

The treatment of electrostatic interactions and the pairlist

generation scheme have a marginal effect on ∆WR on the
order of ±1 kJ mol–1.

4.3 Polar CNT / Unpolar Ligand

This section reports PMFs for the association of a polar CNT

with different unpolar ligands. The polar CNT was modeled by

distributing balancing charges to terminal pairs of C-H-atoms

at one side of the CNT (C-atoms: -0.5 e, H-atoms: +0.5 e where

"e" denotes the elementary charge). Every balancing pair of C-

H atoms was assigned to one neutral charge group in case of

simulations based on the RF approach for long-range electro-

statics in combination with the CG pairlist scheme. In contrast

to the unpolar systems treated so far, care has to be taken in

order to avoid a bias due to the applied PMF analysis method.

This issue is discussed explicitly in a separate subsection.

Impact of the Host’s Polarity

Fig. 10 shows PMFs for a set of unpolar ligands (methane,

(elongated) ethane, hexane) binding to the polar CNT. No

orientational restraint was imposed on the ligand. In contrast

to the previous examples corresponding to the binding to

an unpolar CNT, the resulting PMFs are highly asymmetric

featuring a considerable barrier to be overcome by the ligand

at the polar entrance of the CNT. This barrier which is caused

by the modified water structure in proximity to the polar

mouth, makes the binding path through that particular side

energetically unfavorable.

Treatment of Electrostatic Interactions

Fig. 11 shows the influence of the treatment for long-range

electrostatics (PME vs. RF) alongside with the pairlist gener-

ation scheme (CG vs. AT) and cut-off scheme (SR vs. TR) on

the PMFs for two systems: (a) methane / polar CNT and (b)

unpolar ethane / polar CNT. In case of ethane, no orienta-

tional restraint was applied. As can be seen, PMFs based on

an atomistic interaction scheme (TR-AT, SR-AT) show a smaller

well (measured by ∆WR) and barrier at the polar entrance
compared to analogue simulations based on charge groups

(TR-CG, SR-CG). The combination of the RF approach with an

atomistic interaction scheme also shows higher resemblance

with the PME solution as judged by the value of ∆WR. We
found that typically much longer simulations times (more

than 40 ns per window) were required compared to PME-

based simulations (typically 20 ns per window were sufficient)

in order to achieve converged estimates. No significant im-

pact of the underlying cut-off schemes (SR vs. TR) could be

observed. As in the previous sections, no systematic system

size dependence was found.

Impact of the Free Energy Estimator

For the considered systems unpolar ligand / polar CNT it

was found that artifacts in the form of a PMF offset as de-

tected previously in another context (c.f. Sec. 4.2), can be

introduced by the analysis method. Fig. 12 shows a compari-

son between PMFs as obtained from different estimators (UI,

WHAM, MBAR) for the example of unpolar ethane / polar CNT
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Figure 9. Effect of the treatment of electrostatic interactions (PME vs.

RF), the cut-off scheme (SR vs. TR) and the pairlist generation scheme

(CG vs. AT) on the PMF for (a) unpolar ethane / unpolar CNT and (b)

unpolar hexane / unpolar CNT (c.f. Sec. 3.3). No orientational restraint

was applied to the ligands. Bounds for statistical uncertainties are

below 1.0 kJ mol
–1
and have been omitted in the interest of clarity.

based on the (RF, TR-CG) setup. As can be seen, an offset

between the flat bulk water regions of around 7 kJ mol
–1
is

present in the profile obtained from the UI method, which sig-

nificantly exceeds bounds due to the statistical uncertainty. Its

origin can be explained by means of the sampled biased dis-

tribution functions of the order parameter ζ (c.f. Fig. 13). As

noted previously in Sec. 3.4, a central assumption in the UI ap-

proach is that the biased distributions can be approximated

as Gaussian distributions. In Fig. 13 (a) it can be seen that

the distribution sampled from window close to ζ = 0.5 nm

at the polar CNT entrance differs from the rest and is non-

Gaussian in shape. The set of distributions from correspond-

ing PME-based simulation in contrast, does not contain such

a window (c.f. Fig. 13 (b)). Such an offset was exclusively ob-

served for simulations based on the reaction field treatment
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Figure 10. PMFs for the association of a polar CNT with different

unpolar ligands. No orientational restraint was imposed on the lig-

and. Long-range electrostatic interactions were treated with the PME

method. PMFs were estimated via the UI method.

(including different ligands and combinations of cut-off and

pairlist generation schemes) which is more susceptible for

cut-off artifacts in structural solvation properties [99] but not

for PME-based simulations. Nonetheless, we stress that this

artifact is only indirectly caused by the electrostatics treat-

ment but actually results from application of an estimator to

a situation for which it was not designed for. The usage of

a higher force constant for the umbrella distance restraint

might probably remedy such a bias.

Lesson Learned

The examples show that also in the presence of consider-

able polar interactions between host and solvent, neither the

differences in the treatment of electrostatic interactions nor

in schemes for the cut-off or pairlist generation affect the

estimated PMFs systematically. The artifact caused by the

UI estimator demonstrates the benefit to compare different

analysis methods on the same data set. Furthermore, if the

UI estimator is used, the shape of the sampled distributions

should be checked.

4.4 Polar CNT / Dipolar Ligand

This section reports PMFs for the association of a polar CNT

with different dipolar ligands based on (elongated) ethane

and hexane. The modeling of the polar CNT was described

in the previous section. Dipolar ligands were modeled in a

similar way by distributing a pair of balancing partial charges

to the peripheric pair of covalently bound carbon atoms (C1-

atom: +0.5 e, C2-atom: -0.5 e where "e" denotes the elemen-

tary charge). For all simulations considered in this paragraph,

the PME treatment for long-range electrostatics was utilized.

Since it was found that the different estimators (WHAM, UI,
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Figure 11. Effect of the treatment of electrostatic interactions (PME

vs. RF), the cut-off scheme (SR vs. TR) and the pairlist generation

scheme (CG vs. AT) on the PMF for (a) methane / polar CNT and (b)

unpolar ethane / polar CNT (c.f. Sec. 3.3). No orientational restraint

was applied for ethane. PMFs were estimated via the WHAM method.

Error bars have been omitted in the interest of clarity.

MBAR) yield indistinguishable PMFs within errors bars, all

profiles reported in the following refer to the UI result.

Sampling of Ligand Orientations

In contrast to the systems treated so far, two distinct binding

configurations with different binding affinities can be distin-

guished. The bound configuration for which the positively

charged ligand head (C1-atom) is facing (away from) the neg-

atively charged C-atoms of the CNT is denoted as Conf. 1

(Conf. 2). PMFs for dipolar ethane, elongated ethane and

hexane binding to the polar CNT are depicted in Fig. 14. Pro-

files in (a) and (b) were obtained without and with imposed

orientational restraint on the ligand, respectively. For all sim-

ulations, the dipolar ligand was initially prepared in Conf. 1.

Significant differences become apparent from comparison
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Figure 12. Influence of the free energy estimator (UI vs. MBAR vs.

WHAM) on the PMF for unpolar ethane / polar CNT. Electrostatics

treatment refers to the (RF, TR-CG) setup as described in the main

text. The profile obtained from simulations using PME and evaluated

via UI is shown for comparison (black dashed line). No orientational

restraint was imposed on the ligand.

with corresponding profiles in Fig. 10 where the ligands "feel"

the influence of the polar CNT only in an indirect manner

mediated by the solvent. Fig. 14 (a) reveals substantial PMF

offsets of 10 and 60 kJ mol
–1
for hexane and elongated ethane,

respectively, both of which are unable to rotate inside CNT.

For ethane in contrast, which can rotate inside the CNT due

to its small size, no offset is present. As demonstrated by

Fig. 14 (b), such an offset can be removed for all considered

ligands through inclusion of an orientational restraint in the

simulation protocol.

Lesson Learned

The examples illustrate that in case of asymmetric ligands

binding to an asymmetric host (which is probably the most

common case in practice), the biased distributions sampled

in umbrella windows outside the binding site in which the

ligand is free to rotate does not fit to the biased distributions

sampled in windows for the bound state in which the binding

pose is prescribed. This misfit can be illustrated by exclud-

ing configurations exhibiting the "wrong" orientation from

the analysis which reduces the offset considerably (data not

shown). We point out that excluding states from the analysis

was done just to support our findings, and is not meant to

be a suitable method to avoid offsets. The use of an orienta-

tional restraint is therefore mandatory in such cases unless

the umbrella sampling is combined with Hamiltonian Replica

Exchange as discussed in the following section.

4.5 Cyclodextrin / Alcohols

This section reports PMFs for the association of α-cyclodextrin

(αCD) with two different primary alcohols (1-butanol, 1-
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Figure 13. Influence of electrostatics treatment on sampled biased

distributions of the order parameter ζ along the considered path

for unpolar ethane / polar CNT. (a): RF-based simulations using the

TR-CG setup, (b): PME-based simulations. The distribution close to

ζ = 0.5 nm is highlighted in red to support the discussion in the main

text. The abbreviation a.u. refers to arbitrary units.

dodecanol). Results for further alcohols were reported in

our previous work [16]. Since it was found that the different

estimators (WHAM, UI, MBAR) yield indistinguishable PMFs

within errors bars, all profiles reported in the following refer

to the UI result.

Sampling of Ligand Orientations

As in the case of dipolar ligands binding to the polar CNT, two

different binding configurations can be distinguished which

will be denoted as Conf. 1 and Conf. 2 according to Refs. 16

and 100. Fig. 15 (a) and (b) show the PMFs for 1-butanol and 1-

dodecanol binding to αCD, respectively. Each graph contains

two PMFs, corresponding to the setup with (red curve) and

without (black curve) orientational restraint with the ligand

bound to αCD (Conf. 1). The third profile (green curve) in both
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Figure 14. PMFs for the association of a polar CNT with different

dipolar ligands. All ligands were initially prepared in the same binding

configuration (Conf. 1). Profiles in (a) and (b) refer to the setupwithout

and with imposed orientational restraint on the ligand, respectively.

graphs corresponds to the PMFs as obtained from umbrella

sampling combined with Replica Exchange (RE-US) [101]. In

RE-US, the Hamiltonians of neighboring windows defined by

the individual values for the bias centers are allowed to swap

after predefined time instances, based on the Metropolis-

Hastings criterion. Here, an exchange was attempted every

1000 steps. For RE-US simulations, no orientational restraint

was applied. A significant offset is visible for the PMFs lacking

an orientational restraint. As observed previously in case

of the dipolar ligand / polar CNT system (c.f. Sec. 4.4), this

offset can be remediated by restricting the ligand orientation.

The fact that also the RE-US approach (without orientational

restraint) yields an offset-free PMF, further demonstrates that

this artifact is caused by a bias introduced when prescribing

the binding pose in standard umbrella sampling.

The estimate of the binding free enthalpy as obtained
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from the protocol including an orientational restraint, corre-

sponds to one particular binding configuration (in this case

Conf. 1) and should be therefore denoted as ∆G◦
bind,Conf.1

.

For comparison with experiments which measure a configura-

tional average, the binding free enthalpy for the second bind-

ing configuration (obtained from additional simulations and

denoted as ∆G◦
bind,Conf.2

) can be combined with ∆G◦
bind,Conf.1

via exponential averaging [102]:

∆G◦bind = –RT ln
(
e
–∆G◦

bind,Conf.1
/RT
+ e

–∆G◦
bind,Conf.2

/RT)
(12)

In RE-US simulations (without orientational restraint) in con-

trast, both binding configurations are sampled and the cor-

responding PMF can not be attributed to either Conf. 1 or

Conf. 2 but already represents a configurational average.

Thus, the estimate for∆G◦
bind

inferred from such a PMF can

be directly compared with the corresponding experimental

value without the need of additional simulations. However,

this gain in efficiency might be offset by an overhead in terms

of hardware resources and (depending on the system) compu-

tation time for reaching convergence. Here, it was found that

in case of butanol 20 ns per window were sufficient to obtain

converged PMFs while 140 ns per window were required for

dodecanol. For standard umbrella sampling including an ori-

entational restraint in contrast, 20 ns per window were found

to be sufficient for all systems, at least in case of simulations

based on the PME treatment for long-range electrostatics

as mentioned previously. The good agreement between the

∆G◦
bind

estimates obtained from the setup including an ori-

entational restraint and the RE-US simulations (c.f. Tab. 5)

indicates that the RE scheme not only removes the PMF arti-

fact but especially samples both binding configurations with

the correct weighting. Moreover, the results were found to

be in good agreement with corresponding estimates from

double decoupling (c.f. Fig. 5 in Ref. 16).

Lesson Learned

The examples considering the binding of primary alcohols to

the αCD-host show that in case of multiple binding config-

urations which are separated by significant energy barriers,

artifacts in the form of a PMF offset might occur if the um-

brella sampling protocol only includes a distance restraint.

This artifact was already observed for the artificial model sys-

tem dipolar ligand / polar CNT (c.f. Sec. 4.4) and is caused

by insufficient sampling of ligand orientations in the binding

site. The simulation protocol can be modified in two ways

for such situations: (i) restraining the ligand’s orientation to

a specific binding configuration. For each binding configura-

tion, one can calculate a binding free enthalpy and combine

the distinct estimates during post processing (c.f Eq. (12)). (ii)

combination of umbrella sampling with Replica Exchange to

allow sampling of multiple ligand orientations in the binding
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Figure 15. PMFs for (a) 1-butanol and (b) 1-dodecanol binding to

αCD (Conf.1) [16, 100]. Red and black profiles refer to the setup with

and without imposed orientational restraint (OR), respectively. The

PMF as obtained from the RE-US approach (green curve) represents

a configurational average of Conf. 1 and Conf. 2.

site. In this case no orientational restraint is required and the

estimate for ∆G◦
bind

represents a configurational average.

5 Discussion

5.1 Enforcing PMF Periodicity

In Sec. 4.2, 4.4 and 4.5, it was shown that PMF offsets due

to an unfortunate choice of restraining reference points or

insufficient sampling of ligand configurations in the bound

state can be eliminated through application of a restraint

acting on the ligand’s orientation or Replica Exchange in the

simulation protocol. However, to obtain more realistic PMF

estimates also in case of existent simulation data, sampled

from non-optimized protocols, Hub et al. [33] proposed an-

other workaround. In their approach which focuses on the

post processing estimation, a modified version of the WHAM
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Table 5. Calculated standard binding free enthalpies∆G◦
bind

for the binding of 1-butanol (BTL) and 1-dodecanol (DDL) to αCD (c.f. Sec. 4.5).

The results as obtained from the setup with restrained ligand orientation (OR) are compared with corresponding results from Replica Exchange

(RE) umbrella sampling which yield a configurationally averaged∆G◦
bind
. Corresponding PMFs are depicted in Fig. 15. Calculations of lb,∆GV

and ∆GΩ were performed as described in Sec. 2. The joint contribution of the translational and orientational restraint in the bound state

∆Gρ +∆Gθ was calculated using the MBAR estimator from a sequence of simulations in the bound state with force constants kρ and kθ varying
from zero to the final values as specified in Tab. 1. The estimate for∆G◦

bind
from the setup including an orientational restraint as reported in

the last column follows from exponential averaging of the values∆G◦
bind,Conf.1

and∆G◦
bind,Conf.2

according to Eq. (12). Error estimates refer to

the UI result.

System Setup Conf. X ∆WR lb ∆GV ∆GΩ ∆Gρ +∆Gθ ∆G◦
bind,Conf.X

∆G◦
bind

[kJ mol
–1
] [nm] [kJ mol

–1
] [kJ mol

–1
] [kJ mol

–1
] [kJ mol

–1
] [kJ mol

–1
]

BTL

OR 1 -24.17 ± 1.11 0.2218 5.72 14.93 -6.50 -10.02 ± 1.11
-13.86 ± 1.11

OR 2 -26.92 ± 1.11 0.2017 5.96 14.95 -7.24 -13.25 ± 1.11
RE 1,2 -18.39 ± 0.90 0.3002 4.96 0.00 0.00 - -13.43 ± 0.90

DDL

OR 1 -44.14 ± 1.11 0.2982 4.98 14.93 -7.01 -31.24 ± 1.11
-33.10 ± 1.11

OR 2 -43.94 ± 1.11 0.2988 4.97 14.95 -7.49 -31.50 ± 1.11
RE 1,2 -36.66 ± 0.89 0.4842 3.77 0.00 0.00 - -32.89 ± 0.89

algorithm was developed. Their method, denoted as g_wham
as part of the GROMACS program collection, offers the calcu-

lation of integrated autocorrelation times (IACT) for reducing

the bias from limited sampling as well as constraints for en-

forced FEC periodicity and / or symmetry. It should be kept

in mind that imposing such a constraint will yield a solution

for the free energy profile which - by design - satisfies the

state function property by preventing an offset. On the other

hand, it clearly does not reveal any information about the

origin of this artifact, nor does it solve the actual sampling

problem. Moreover, such an artificially generated FEC (and

in consequence the derived estimate for ∆G◦
bind
) might de-

viate significantly from the "true" profile, one would obtain

in the absence of any sampling issues. To study the effect

of the periodicity constraint, the simulation data for butanol

/ αCD (Conf. 1) without restraining the butanol orientation

were reevaluated using g_wham. Resulting profiles with and
without enforced periodicity are shown in Fig. 16. Estimation

using standard WHAM without enforced periodicity yields a

significant offset as shown beforehand (c.f. Fig. 15 (a)). As can

be seen, the application of the periodicity constraint yields

identical values at the end points of the considered order

parameter interval but it induces artificial slopes in the bulk

water regions. This artifact was also described in the origi-

nal publication [33] where it was ascribed to the neglect of

locally different IACT. Therefore, additional analysis was per-

formed by incorporation of the distribution of local IACT into

the analysis in addition to the enforced periodicity. The re-

sulting periodic and IACT-corrected profile indeed shows flat

bulk water regions. Estimation of the standard binding free

enthalpy from the periodic / periodic and IACT-corrected pro-

files yields -13.9 / -14.7 kJ mol
–1
, respectively, compared to

-10.0 kJ mol
–1
as obtained from standard WHAM estimation

from the setup including an orientational restraint (c.f. Tab. 5).

-2.0 -1.5 -1.0 -0.5 0.0 0.5 1.0 1.5 2.0
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0.0

5.0
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20.0
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P
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o
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standard WHAM

periodic WHAM, without IACT

periodic WHAM, with IACT

Figure 16. Effect of enforced periodicity (periodic) and integrated

autocorrelation times (IACT) on the PMF for the system 1-butanol /

αCD (Conf. 1). No orientational restraint was applied to the ligand.

Calculation was performed using the g_whammethod [33]. Error bars
were neglected for clarity. Standard WHAM calculation (black curve)

refers to estimation without IACT correction and without periodicity

constraint.

This examples illustrates that in the context of binding free

enthalpy calculations, the usage of artificially constrained pro-

files might give a reasonable estimate for ∆G◦
bind
, however,

one should be aware of that such a value does not purely re-

flect the precision of the force field. If very precise estimates

are required (either for the profile itself or ∆G◦
bind
), we advise

to focus on the elimination of possible sampling issues in the

simulation protocol (if system complexity allows it) and to use

non-constrained estimation.
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5.2 Influence of the Host’s / Ligand’s

Flexibility

If the host molecule is able to adopt multiple conformations,

a bias might be introduced caused by the selection of ini-

tial conformations of the host or the method for generating

starting configurations of the umbrella windows. As found by

You et al. [53] from studies of βCD complexes, significantly

different PMF depths can be obtained depending on the ini-

tial host conformation unless simulation time was sufficient.

For such cases, discrepancies of the estimated binding free

enthalpy compared to results from unbiased direct counting

might be expected. Due to the insensitivity of the adopted

CNT conformations upon ligand binding alongside with the

insensitivity of the PMFs towards increasingly restrictive re-

straining setups (c.f. Sec. 4.1), we do not expect such a bias in

this case. For further validation, a modified CNT was studied

featuring decreased barriers for proper and improper dihe-

drals compared to the standard model. Despite increased

conformational flexibility, the resulting PMF obtained from

the association with hexane (data not shown) was identical

with the profile as shown in Fig. 9 (b). For simulations based

on αCD, we conclude from the good agreement between

the PMF-based estimates for ∆G◦
bind

and the corresponding

results from double decoupling [16, 100] as well as direct

counting [19] that simulation time was sufficient in order to

remove any possible bias due to the initial host conforma-

tions. Moreover, the force field used in the present study does

not show multiple conformations for αCD [103]. Considering

host molecules which tend to undergo significant conforma-

tional changes upon ligand binding, the incorporation of a

conformational restraint to bias the host conformation close

to the bound state conformation might be advantageous [35].

Moreover, the ligand conformation could be biased analo-

gously which might be of practical value for speeding up

convergence, especially for very flexible ligands. The impact

of such a conformational restraint with respect to the calcula-

tion of∆G◦
bind

can be calculated rigorously [35]. In this case,

Eq. (2) has to be complemented by the free energy contri-

bution from rigidification of the non-complexed host (and /

or unbound ligand) and the contribution from releasing the

conformational restraint from the complexed host (and / or

bound ligand) again. To obtain accurate results for this pro-

cess, the force field has to capture the relative energies of the

different conformers very accurately [104]. As judged by the

good agreement for the ∆G◦
bind

estimates obtained from the

PMF and double decoupling in case of αCD / dodecanol, we

conclude that no conformational restraint is required for the

flexible ligands considered in this work.

6 Conclusions

In this article, we studied the evaluation of one-dimensional

potentials of mean force (PMF) of host-guest system obtained

via umbrella sampling. A carbon nanotube (CNT) and α-

cyclodextrin (αCD) were chosen as idealized model systems

for pore- or channel-like protein host molecules featuring

a hydrophobic cavity. A robust simulation protocol for the

calculation of standard binding free enthalpies from such a

PMF was established. From systematic studies of different

CNT / ligand combinations of increasing complexity, we could

identify distinct computational artifacts that may occur in

the PMF calculation. Such artifacts which show up as PMF

offset between the two flat bulk water regions prohibit an

unambiguous estimation of the binding free enthalpy and

have not been studied in detail so far. It was found that de-

spite an identical manifestation, three different origins for

PMF offsets can be distinguished: (i) an unfortunate choice of

reference points for the umbrella distance restraint; (ii) a mis-

fit in probability distributions between bound and unbound

umbrella windows in case of multiple binding modes; (iii)

offsets introduced by the UI estimator due to non-Gaussian-

shaped biased distribution functions. It is important to dis-

tinguish these origins from possible primary reasons such as

insufficient overlap between neighboring umbrella windows

(which is especially critical when estimation is performed with

WHAM) or insufficient sampling time. Neither the introduc-

tion of additional windows nor the extension of simulation

time per window will eliminate the PMF artifacts in these

cases. It was shown that offsets due to (i) and (ii) can be

eliminated by either restraining the ligand orientation close

to the bound state orientation or through combination of

the umbrella sampling setup with Replica Exchange (RE-US).

Application of two-dimensional umbrella sampling by incorpo-

ration of a second biased coordinate such as the orientational

angle θ, might be an alternative to the application of restraints

that may provide insight into the free energy surface at the

rim region [31, 32, 105]. Offsets resulting from the analysis

method can be identified by comparing PMF results from

different estimators (UI, MBAR, WHAM). Such a comparison

which serves as consistency check is always recommended.

We note that comparative simulations for αCD / alcohol sys-

tems conducted with the CHARMM36 all-atom force field also

lead to PMF offsets if the ligand orientation was not restrained

(c.f. Fig. A1). This illustrates that the detected artifacts are

force-field independent. Regarding the influence of the simu-

lation protocol, it can be expected that artifacts due to issues

(i) and (ii) also occur for alternative PMF-based protocols such

as Forward Flux Sampling if the ligand orientation is not pre-

served or proper sampling of multiple orientations can not

be guaranteed.
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Appendix

Double Decoupling

According to the double decoupling method (DDM), the cal-

culation of the standard binding free enthalpy reads as [15]:

∆G◦bind = ∆GL→Du –∆GLb,0→R –∆GL→Db,R –∆GDb,R→0 (13)

∆GL→Du refers to the free energy contribution for transform-

ing the fully interacting unbound ligand (L) into its ideal gas or

decoupled (D) state. ∆GL→D
b,R

represents the analogue contri-

bution for the ligand bound to the CNT host. To prevent drift-

ing of the decoupled ligand, an auxiliary translational (and

possibly orientational) restraint (R) has to be applied. The

translational and orientational restraints were implemented

as harmonic potentials acting on the host-ligand COM-COM

radial distance and the orientational angle θ, respectively.

∆GL
b,0→R and ∆GD

b,R→0 refer to the contributions due to ap-

plication and release of the auxiliary restraints for the fully

interacting and decoupled ligand in the bound state, respec-

tively. Decoupling of the ligand from the bulk solvent and

host was conducted in a sequence of 20 discrete steps as

controlled by the coupling parameter λ, equally distributed

between λ = 0 (fully interacting) and λ = 1 (decoupled state).

It should be stressed that since DDM was applied for systems

unpolar CNT / unpolar ligand, the scaling with λ solely affects

the dispersion interactions with the environment. Activation

of the translational restraint in case of the fully interacting

bound ligand was performed in 11 distinct simulations using

uniformly increasing values for the force constant between 0

and 500 kJ mol
–1
nm

–2
. In case of an additional orientational

restraint, it was activated simultaneously with the transla-

tional restraint using uniformly increasing values for the force

constant between 0 and 500 kJ mol
–1
rad

–2
. The MBAR free

energy estimator was used in all cases. The contribution

∆GD
b,R→0 was calculated analytically according to [48]:

∆GDb,R→0 = –RT ln
(
V◦ 8π2
Vtr Ω

)
(14)

with the accessible translational and rotational volumes of

Vtr =

(
2πRT
ktr

) 3

2

(15)

Ω

8π2
=

1

2

π∫
0

e
–Uθ (θ)/RT sin θ dθ (16)

In case of a harmonic potential Uθ(θ) according to Eq. (11),
the rotational volume Vrot was calculated numerically while it
reduces to unity in the absence of an orientational restraint.

Calculated binding free enthalpies from DDM for systems

unpolar ligand / unpolar CNT are summarized in Tab. A1. In

all simulations, long-range electrostatics were treated with

the particle-mesh Ewald (PME) method.
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Appendix Table A1. Calculated standard binding free enthalpies∆G◦
bind

from double decoupling for unpolar methane, ethane and elongated

ethane binding to unpolar CNT. For each ethane model two data sets are presented, corresponding to the setup with and without orientational

restraint (OR). Detailed description of the double decoupling approach can be found in the appendix. ∆GL→Du , ∆GL→D
b,R

and ∆GL
b,0→R were

calculated using the MBAR estimator. The contribution for removing the restraints from the decoupled ligand (∆GD
b,R→0) was calculated

analytically according to Eq. (14). The estimate of∆G◦
bind,Conf.1

as obtained from the setup including an orientational restraint corresponds

to one distinct binding configuration and has to be corrected by an entropic symmetry term of –RT ln 2 [48, 98] to obtain ∆G◦
bind

in case of

elongated ethane. Estimates for statistical uncertainties of∆G◦
bind

as obtained from application of standard error propagation to Eq. 13 are

below 0.5 kJ mol–1 where the statistical uncertainties of the individual free energy terms are delivered by the MBAR estimator [47].

System Setup ∆GL→Du ∆GL→D
b,R

∆GL
b,0→R ∆GD

b,R→0 ∆G◦
bind,Conf.1

∆G◦
bind

[kJ mol
–1
] [kJ mol

–1
] [kJ mol

–1
] [kJ mol

–1
] [kJ mol

–1
] [kJ mol

–1
]

Methane -9.60 13.78 3.86 -14.22 - -13.00

Ethane
No OR -7.37 30.82 2.38 -14.22 - -26.35

OR -7.37 31.99 17.03 -29.15 -27.23 -27.23

Long Ethane
No OR -22.67 14.32 2.32 -14.22 - -25.09

OR -22.67 22.23 8.31 -29.15 -24.06 -25.79
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Appendix Figure A1. PMFs for 1-butanol binding to αCD in Conf. 1 (a) and Conf. 2 (b). Red and black profiles refer to the setup with and

without imposed orientational restraint (OR), respectively. Simulations are based on the CHARMM36 all-atom force field.
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